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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD 
 

B.TECH. ELECTRONICS AND COMPUTER ENGINEERING 
IV YEAR COURSE STRUCTURE & SYLLABUS (R16) 

 
Applicable From 2016-17 Admitted Batch 

 
IV YEAR I SEMESTER 

S. No. Course 
Code Course Title L T P Credits 

1 EI701PC Embedded System Design 4 0 0 4 
2 EM702PC Linux Programming 4 0 0 4 
3  Professional Elective – II 3 0 0 3 
4  Professional Elective - III 3 0 0 3 
5  Professional Elective - IV 3 0 0 3 
6 EI703PC Embedded Systems Lab 0 0 3 2 
7 EM704PC Linux Programming Lab 0 0 3 2 
8 EM705PC Industry Oriented Mini Project 0 0 3 2 
9 EM706PC Seminar 0 0 2 1 
  Total Credits 17 0 11 24 

 
IV YEAR II SEMESTER 

S. No. Course 
Code Course Title L T P Credits 

1  Open Elective - III 3 0 0 3 
2  Professional Elective -V 3 0 0 3 
3  Professional Elective -VI 3 0 0 3 
4 EM801PC Major Project 0 0 30 15 
  Total Credits 9 0 30 24 

 
Professional Elective – I 

EM611PE  Computer Organization  
EM612PE  Database Management Systems 
EM613PE   Information Systems 
EM614PE  Data Structures  

 
Professional Elective – II 

EM721PE Operating Systems 
EM722PE Telecommunication Switching Systems and Networks 
EM723PE Design and Analysis of Algorithms 
EM724PE Artificial Neural Networks  
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Professional Elective – III 
EM731PE  Network Security and Cryptography 
EM732PE  Digital Image Processing 
EM733PE  Compiler Design 
EM734PE  Digital System Design 

 
Professional Elective – IV 

EC744PE  Artificial Intelligence  
EM742PE  Wireless Sensor Networks 
CS742PE  Cloud Computing 
EM744PE   DSP Processors and Architectures 

 
Professional Elective – V 

EM851PE  VLSI Design 
EM852PE  Computer Graphics 
EM853PE  Data Warehousing and Data Mining 
EM854PE  Real Time Operating Systems 

 
Professional Elective – VI 

EI861PE  Internet of Things 
EM862PE  Advanced Computer Architecture  
EM863PE  Data Communications 
EM864PE  Multimedia and Rich Internet Applications 

 
 
*Open Elective subjects’ syllabus is provided in a separate document. 
 
*Open Elective – Students should take Open Electives from the List of Open Electives 
Offered by Other Departments/Branches Only. 
 
Ex: - A Student of Mechanical Engineering can take Open Electives from all other 
departments/branches except Open Electives offered by Mechanical Engineering Dept. 
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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD 
LIST OF OPEN ELECTIVES OFFERED BY VARIOUS DEPARTMENTS FOR 

B.TECH. III AND IV YEARS 
 

S. 
No. 

Name of the Department 
Offering Open Electives 

Open Elective – I 
(Semester – V) 

Open Elective – II 
(Semester – VI) 

1 Aeronautical Engg. AE511OE: Introduction to 
Space Technology 

AE621OE: Introduction to 
Aerospace Engineering 

2 Automobile Engg. CE511OE: Disaster 
Management 
MT512OE: Intellectual 
Property Rights 

MT621OE: Data Structures 
MT622OE: Artificial Neural 
Networks 

3 Biomedical Engg. BM511OE: Reliability 
Engineering 

BM621OE: Medical 
Electronics 

4 Civil Engg. CE511OE: Disaster 
Management. 

CE621OE: Remote Sensing 
and GIS 
CE622OE: Geo-Informatics 
CE623OE: Intellectual 
Property Rights 

5 Civil and Environmental Engg. CE511OE: Disaster 
Management 

CN621OE: Environmental 
Impact Assessment  
CE623OE: Intellectual 
Property Rights 

6 Computer Science and Engg. / 
Information Technology 

CS511OE: Operating 
Systems  
CS512OE: Database 
Management Systems 

CS621OE: Java Programming  
CS622OE: Software Testing 
Methodologies  
CS623OE: Cyber Security 

7 Electronics and Communication 
Engg. / Electronics and 
Telematics Engg. 

EC511OE: Principles of 
Electronic 
Communications 

EC621OE: Principles of 
Computer Communications 
and Networks 

8 Electronics and Computer 
Engg. 

EM511OE: Scripting 
Languages 

EM621OE: Soft Computing 
Techniques 

9 Electrical and Electronics Engg. EE511OE: Non-
Conventional Power 
Generation  
EE512OE: Electrical 
Engineering Materials  
EE513OE: 
Nanotechnology 

EE621OE: Design Estimation 
and Costing of Electrical 
Systems  
EE622OE: Energy Storage 
Systems 
EE623OE: Introduction to 
Mechatronics 

10 Electronics and Instrumentation 
Engg. 

EI511OE: Electronic 
Measurements and 
Instrumentation 

EI621OE: Industrial 
Electronics 

11 Mechanical Engg. ME511OE: Optimization 
Techniques  
ME512OE: Computer 
Graphics 
ME513OE: Introduction to 
Mechatronics 
ME514OE: Fundamentals 
of Mechanical Engineering 

ME621OE: World Class 
Manufacturing  
ME622OE: Fundamentals of 
Robotics 
ME623OE: Fabrication 
Processes 

12 Mechanical Engg. (Material 
Science and Nanotechnology) 

NT511OE: Fabrication 
Processes 
NT512OE: Non destructive 
Testing Methods 

NT621OE: Introduction to 
Material Handling 
NT622OE: Non-Conventional 
Energy Sources 
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NT513OE: Fundamentals 
of Engineering Materials 

NT623OE: Robotics 

13 Mechanical Engg. 
(mechatronics) 

MT511OE: Analog and 
Digital I.C. Applications 
MT512OE: Intellectual 
Property Rights 
MT513OE: Computer 
Organization 

MT621OE: Data Structures 
MT622OE: Artificial Neural 
Networks 
MT623OE: Industrial 
Management 
 

14 Metallurgical and Materials 
Engg. 

MM511OE: Materials 
Characterization 
Techniques 

MM621OE: Science and 
Technology of Nano 
Materials 
MM622OE: Metallurgy of 
Non Metallurgists 

15 Mining Engg. MN511OE: Introduction to 
Mining Technology 

MN621OE: Coal 
Gasification, Coal Bed 
Methane and Shale Gas 

16 Petroleum Engg. PE511OE: Materials 
Science and Engineering 
PE512OE: Renewable 
Energy Sources 
PE513OE: Environmental 
Engineering 

PE621OE: Energy 
Management and 
Conservation 
PE622OE: Optimization 
Techniques 
PE623OE: Entrepreneurship 
and Small Business 
Enterprises 

 
S. 

No. 
Name of the Department 
Offering Open Electives 

Open Elective –III 
(Semester – VIII) 

1 Aeronautical Engg. AE831OE: Air Transportation Systems 
AE832OE: Rockets and Missiles 

2 Automobile Engg. AM831OE: Introduction to Mechatronics 
AM832OE: Microprocessors and Microcontrollers 

3 Biomedical Engg. BM831OE: Telemetry and Telecontrol  
BM832OE: Electromagnetic Interference and Compatibility 

4 Civil Engg. CE831OE: Environmental Impact Assessment  
CE832OE: Optimization Techniques in Engineering 
CE833OE: Entrepreneurship and Small Business Enterprises 

5 Civil and Environmental Engg. CN831OE: Remote Sensing and GIS  
CE833OE: Entrepreneurship and Small Business Enterprises 

6 Computer Science and Engg. / 
Information Technology 

CS831OE: Linux Programming  
CS832OE: R Programming  
CS833OE: PHP Programming 

7 Electronics and 
Communication Engg. / 
Electronics and Telematics 
Engg. 

EC831OE: Electronic Measuring Instruments 

8 Electronics and Computer 
Engg. 

EM831OE: Data Analytics 

9 Electrical and Electronics 
Engg. 

EE831OE: Entrepreneur Resource Planning 
EE832OE: Management Information Systems 
EE833OE: Organizational Behaviour  

10 Electronics and 
Instrumentation Engg. 

EI831OE: Sensors and Transducers,  
EI832OE: PC Based Instrumentation 

11 Mechanical Engg. ME831OE: Total Quality Management  
ME832OE: Industrial Safety, Health, and Environmental 
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Engineering  
ME833OE: Basics of Thermodynamics  
ME834OE: Reliability Engineering 

12 Mechanical Engg. (Material 
Science and Nanotechnology) 

NT831OE: Concepts of Nano Science And Technology  
NT832OE: Synthesis of Nanomaterials  
NT833OE: Characterization of Nanomaterials 

13 Mechanical Engg. 
(mechatronics) 

MT831OE: Renewable Energy Sources 
MT832OE: Production Planning and Control 
CE833OE: Entrepreneurship and Small Business Enterprises 

14 Metallurgical and Materials 
Engg. 

MM831OE: Design and Selection of Engineering Materials 

15 Mining Engg. MN831OE: Solid Fuel Technology 
MN832OE: Health & Safety in Mines 

16 Petroleum Engg. PE831OE: Disaster Management 
PE832OE: Fundamentals of Liquefied Natural Gas 
PE833OE: Health, Safety and Environment in Petroleum 
Industry  

 
*Open Elective – Students should take Open Electives from List of Open Electives Offered 
by Other Departments/Branches Only. 
 
Ex: - A Student of Mechanical Engineering can take Open Electives from all other 
departments/branches except Open Electives offered by Mechanical Engineering Dept. 
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EMBEDDED SYSTEM DESIGN 
 

B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EI701PC/EC734PE/ET742PE                       4     0    0    4 
 
Course Objectives: 

 To provide an overview of Design Principles of Embedded System. 
 To provide clear understanding about the role of firmware, operating systems in 

correlation with hardware systems. 
 
Course Outcomes: 

 Expected to understand the selection procedure of Processors in the embedded 
domain. 

 Design Procedure for Embedded Firmware. 
 Expected to visualize the role of Real time Operating Systems in Embedded Systems. 
 Expected to evaluate the Correlation between task synchronization and latency issues 

 
UNIT - I 
Introduction to Embedded Systems: Definition of Embedded System, Embedded Systems 
Vs General Computing Systems, History of Embedded Systems, Classification, Major 
Application Areas, Purpose of Embedded Systems, Characteristics and Quality Attributes of 
Embedded Systems. 
 
UNIT - II 
Typical Embedded System: Core of the Embedded System: General Purpose and Domain 
Specific Processors, ASICs, PLDs, Commercial Off-The-Shelf Components (COTS). 
Memory: ROM, RAM, Memory according to the type of Interface, Memory Shadowing, 
Memory selection for Embedded Systems, Sensors and Actuators, Communication Interface: 
Onboard and External Communication Interfaces. 
 
UNIT - III 
Embedded Firmware: Reset Circuit, Brown-out Protection Circuit, Oscillator Unit, Real 
Time Clock, Watchdog Timer, Embedded Firmware Design Approaches and Development 
Languages. 
 
UNIT - IV 
RTOS Based Embedded System Design: Operating System Basics, Types of Operating 
Systems, Tasks, Process and Threads, Multiprocessing and Multitasking, Task Scheduling. 
 
UNIT - V 
Task Communication: Shared Memory, Message Passing, Remote Procedure Call and 
Sockets, Task Synchronization: Task Communication/Synchronization Issues, Task 
Synchronization Techniques, Device Drivers, How to Choose an RTOS. 
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TEXT BOOKS: 
1. Introduction to Embedded Systems - Shibu K.V, Mc Graw Hill. 

 
REFERENCE BOOKS: 

1. Embedded Systems - Raj Kamal, MC GRAW HILL EDUCATION. 
2. Embedded System Design - Frank Vahid, Tony Givargis, John Wiley. 
3. Embedded Systems – Lyla, Pearson, 2013 
4. An Embedded Software Primer - David E. Simon, Pearson Education. 
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LINUX PROGRAMMING 
 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM702PC                          4     0    0    4 
 
Course Objectives: 

 To understand and make effective use of Linux utilities and Shell scripting language 
(bash) to solve Problems. 

 To implement in C some standard Linux utilities such as ls, mv, cp etc. using system 
calls. 

 To develop the skills necessary for systems programming including file system 
programming, process and signal management, and interprocess communication. 

 To develop the basic skills required to write network programs using Sockets. 
 
Course Outcomes: 

 Work confidently in Linux environment. 
 Work with shell script to automate different tasks as Linux administration. 

 
UNIT- I 
Linux Utilities - File handling utilities, Security by file permissions, Process utilities, Disk 
utilities, Networking commands, Filters, Text processing utilities and Backup utilities. 
Sed-Scripts, Operation, Addresses, Commands, Applications, awk-Execution, Fields and 
Records, Scripts, Operation, Patterns, Actions, Associative Arrays, String and Mathematical 
functions, System commands in awk, Applications. 
Shell programming with Bourne again shell (bash) - Introduction, shell responsibilities, 
pipes and  Redirection, here documents, running a shell script, the shell as a programming 
language, shell meta characters, file name substitution, shell variables, command substitution, 
shell commands, the environment, quoting, test command, control structures, arithmetic in 
shell, shell script examples, interrupt processing, functions, debugging shell scripts. 
 
UNIT- II 
Files and Directories - File Concept, File types, File System Structure, file metadata-Inodes, 
kernel support for files, system calls for file I/O operations- open, creat, read, write, close, 
lseek, dup2, file status information-stat family, file and record locking- fcntl function, file 
permissions - chmod, fchmod, file ownership-chown, lchown, fchown, links-soft links and 
hard links – symlink, link, unlink. Directories - Creating, removing and changing 
Directories-mkdir, rmdir, chdir, obtaining current working directory-getcwd, Directory 
contents, Scanning Directories-opendir, readdir, closedir, rewinddir functions. 
 
UNIT- III 
Process – Process concept, Layout of a C program image in main memory, Process 
environment-environment list, environment variables, getenv, setenv, Kernel support for 
process,  process identification, process control - process creation, replacing a process image, 
waiting for a process, process termination, zombie process, orphan process, system call 



R16 B.TECH ECM. 

interface for process management-fork, vfork, exit, wait, waitpid, exec family, Process 
Groups, Sessions and Controlling Terminal, Differences between threads and processes. 
Signals – Introduction to signals, Signal generation and handling, Kernel support for signals, 
Signal function, unreliable signals, reliable signals, kill, raise, alarm, pause, abort, sleep 
functions. 
 
UNIT- IV 
Interprocess Communication - Introduction to IPC, IPC between processes on a single 
computer system, IPC between processes on different systems, pipes-creation, IPC between 
related processes using unnamed pipes, FIFOs-creation, IPC between unrelated processes 
using FIFOs (Named pipes), differences between unnamed and named pipes, popen and 
pclose library functions. Message Queues - Kernel support for messages, APIs for message 
queues, client/server example. Semaphores - Kernel support for semaphores, APIs for 
semaphores, file locking with semaphores. 
 
UNIT- V 
Shared Memory - Kernel support for shared memory, APIs for shared memory, shared 
memory example. Sockets - Introduction to  Berkeley Sockets, IPC over a network, Client-
Server model, Socket address structures (Unix domain and Internet domain),Socket system 
calls for connection oriented protocol and connectionless protocol, example-client/server 
programs-Single Server-Client connection, Multiple simultaneous clients, Socket options-
setsockopt and fcntl system calls, Comparison of IPC mechanisms. 
 
TEXT BOOKS: 

1. Unix System Programming using C++, T. Chan, PHI. 
2. Unix Concepts and Applications, 4th Edition, Sumitabha Das, TMH. 
3. Unix Network Programming, W. R. Stevens, PHI. 
 

REFERENCE BOOKS: 
1. Beginning Linux Programming, 4th Edition, N. Matthew, R. Stones, Wrox, Wiley 

India Edition. 
2. Unix for programmers and users, 3rd Edition, Graham Glass, King Ables, Pearson.       
3. System Programming with C and Unix, A. Hoover, Pearson. 
4. Unix System Programming, Communication, Concurrency and Threads, K. A. 

Robbins and S. Robbins, Pearson Education. 
5. Unix shell Programming, S. G. Kochan and P. Wood, 3rd edition, Pearson Education. 
6. Shell Scripting, S. Parker, Wiley India Pvt. Ltd. 
7. Advanced Programming in the Unix Environment, 2nd edition, W. R. Stevens and S. 

A. Rago, Pearson Education. 
8. Unix and Shell programming, B. A. Forouzan and R. F. Gilberg, Cengage Learning. 
9. Linux System Programming, Robert Love, O’Reilly, SPD. 
10. C Programming Language, Kernighan and Ritchie, PHI 
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OPERATING SYSTEMS 
(Professional Elective – II) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM721PE/BM734PE                        3     0    0    3 

 
Course Objectives: 

 To understand the OS role in the overall computer system 
 To study the operations performed by OS as a resource manager 
 To understand the scheduling policies of OS 
 To understand the different memory management techniques 
 To understand process concurrency and synchronization 
 To understand the concepts of input/output, storage and file management 
 To understand the goals and principles of protection 
 Introduce system call interface for file and process management 
 To study different OS and compare their features. 

 
Course Outcomes: 

 Apply optimization techniques for the improvement of system performance. 
 Ability to design and solve synchronization problems.  
 Learn about minimization of turnaround time, waiting time and response time and 

also maximization of throughput by keeping CPU as busy as possible. 
 Ability to change access controls to protect files. 
 Ability to compare the different operating systems. 

 
UNIT - I 
Overview-Introduction-Operating system objectives, User view, System view, Operating 
system definition ,Computer System Organization, Computer System Architecture, OS 
Structure, OS Operations, Process Management, Memory Management, Storage 
Management, Protection and Security, Computing Environments. 
Operating System services, User and OS Interface, System Calls, Types of System Calls, 
System Programs, Operating System Design and Implementation, OS Structure. 
 
UNIT - II 
Process and CPU Scheduling - Process concepts-The Process, Process State, Process Control 
Block, Threads, Process Scheduling-Scheduling Queues, Schedulers, Context Switch, 
Operations on Processes, System calls-fork(),exec(),wait(),exit(), Interprocess 
communication-ordinary pipes and named pipes in Unix. 
Process Scheduling-Basic concepts, Scheduling Criteria, Scheduling algorithms, Multiple-
Processor Scheduling, Real-Time Scheduling, Thread scheduling, Linux scheduling and 
Windows scheduling. 
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Process Synchronization, Background, The Critical Section Problem, Peterson’s solution, 
Synchronization Hardware, Semaphores, Classic Problems of Synchronization, Monitors, 
Synchronization in Linux and Windows. 
 
UNIT - III  
Memory Management and Virtual Memory – Memory Management Strategies- Background, 
Swapping, Contiguous Memory Allocation, Segmentation, Paging, Structure of Page Table, 
IA-32 Segmentation, IA-32 Paging. 
Virtual Memory Management-Background, Demand Paging, Copy-on-Write, Page 
Replacement, Page Replacement Algorithms, Allocation of Frames, Thrashing, Virtual 
memory in Windows. 
 
UNIT - IV 
Storage Management-File System- Concept of a File, System calls for file operations - open 
(), read (), write (), close (), seek (), unlink (), Access methods, Directory and Disk Structure, 
File System Mounting, File Sharing, Protection. 
File System Implementation - File System Structure, File System Implementation, Directory 
Implementation, Allocation methods, Free-space Management, Efficiency, and Performance. 
Mass Storage Structure – Overview of Mass Storage Structure, Disk Structure, Disk 
Attachment, Disk Scheduling, Disk Management, Swap space Management 
 
UNIT - V 
Deadlocks - System Model, Deadlock Characterization, Methods for Handling Deadlocks, 
Deadlock Prevention, Deadlock Avoidance, Deadlock Detection, and Recovery from 
Deadlock. 
Protection – System Protection, Goals of Protection, Principles of  Protection, Domain of 
Protection, Access Matrix, Implementation of Access Matrix, Access Control, Revocation of 
Access Rights, Capability-Based Systems, Language-Based Protection. 
 
TEXT BOOKS: 

1. Operating System Concepts , Abraham Silberschatz, Peter B. Galvin, Greg Gagne, 9th 
Edition, Wiley, 2016 India Edition 

2. Operating Systems – Internals and Design Principles, W. Stallings, 7th Edition, 
Pearson.  

 
REFERENCE BOOKS: 

1. Modern Operating Systems, Andrew S Tanenbaum,  3rd Edition, PHI 
2. Operating Systems A concept-based Approach, 2nd Edition, D.M. Dhamdhere, TMH. 
3. Principles of Operating Systems, B. L. Stuart, Cengage learning, India Edition. 
4. An Introduction to Operating Systems, P.C.P. Bhatt, PHI. 
5. Principles of Operating systems, Naresh Chauhan, Oxford University Press.    
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TELECOMMUNICATION SWITCHING SYSTEMS AND NETWORKS 
(Professional Elective – II) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: ET701PC/EM722PE                         3     0    0    3 

 
Course Objectives: The Course is designed  

  To provide students with a balanced blend of theoretical and practical aspects 
regarding   Telecommunication Switching System. 

  To expose through the evolution of switching systems from manual and 
Electromechanical systems to stored-program-controlled digital systems 

  To provide knowledge to the students regarding design and performance analysis of 
various switching systems. 

  To train the students about basic Telephone Networks structures and traffic 
engineering concepts  

   To inculcate students on various internet concepts like OSI reference model, LAN, 
WAN, WAN, Repeaters, bridges, routers & gateways. 

  To provide a comprehensive coverage of data communication networks and ISDN 
 
Course outcomes: 

 Students will demonstrate knowledge about Telecommunication Switching Systems. 
 Students will be able to analyze different switching methodologies. 
 Students will be able to differentiate between signaling methods used in 

Telecommunication Networks  
 Students will exhibit a good knowledge on data communication networks and ISDN 

and be able to differentiate LAN, MAN, WAN 
 Students will demonstrate an ability to work on various Telecommunication Network 

concepts. 
 Students will demonstrate knowledge on modern telecommunication concepts like 

DSL & SONET.   
 

UNIT - I 
Telecommunication Switching Systems: Introduction, Elements of switching systems, 
switching network configuration, Rotary switches, Uniselector, Two motion selector, 
Trunking principle ,principles of cross bar switching, Crossbar Switch Configuration, Cross 
point Technology, Crossbar Exchange Organization. 
 
UNIT - II  
Electronic Space Division Switching: Stored Program Control, Centralized SPC, 
Distributed SPC, Software Architecture, Application Software, Enhanced services, Two-
Stage Networks, Three-Stage Networks, n-Stage Networks. 
Time Division Switching: Basic Time Division Space Switching, Basic Time Division Time 
Switching, Time Multiplexed Space Switching, Time Multiplexed Time Switching, 
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Combination Switching, Three Stage Combination Switching, n - Stage Combinational 
Switching. 
 
UNIT - III  
Telecommunications Traffic: Introduction; The Unit of Traffic, Congestion; Traffic 
Measurement, A Mathematical Model, Lost-Call Systems-Theory, Traffic Performance, Loss 
Systems in Tandem, Use of Traffic Tables, Queuing Systems-The Second Erlang 
Distribution, Probability of Delay, Finite Queue Capacity, Some Other Useful Results, 
Systems with a Single Server, Queues in Tandem, Delay Tables, Applications of Delay 
Formulae. 
 
UNIT - IV 
Telephone Networks: Subscriber loop systems, switching hierarchy and routing, 
transmission plan, transmission systems, numbering plan, charging plan, Signaling 
techniques: In channel signaling, common channel signaling, Cellular mobile telephony. 
Data Networks: Data transmission in PSTNs, Switching techniques for data transmission, 
data communication architecture, link to link layers, end to end layers, satellite based data 
networks, LAN, MAN, Internetworking. 
 
UNIT - V 
Integrated Services Digital Network (ISDN): Introduction, motivation, new services, 
Network and protocol architecture, Transmission channels, User-Network  interfaces, 
functional grouping, reference points, signaling, numbering, addressing, BISDN.  
DSL Technology: ADSL, Cable Modem, Traditional Cable Networks, HFC Networks, 
Sharing, CM & CMTS and DOCSIS. 
SONET: Devices, Frame, Frame Transmission, Synchronous Transport Signals, STS I, 
Virtual Tributaries, and Higher rate of service. 
 
TEXT BOOKS: 

1. Tele communication switching system and networks – Thyagarajan Viswanath, PHI, 
2000.  

2. J. E Flood, “Telecommunications Switching and Traffic Networks,” Pearson 
Education, 2006  

3. Data Communication & Networking - B.A. Forouzan, TMH, 4th Edition, 2004.  
 
REFERENCES: 

1. Digital telephony - J. Bellamy, John Wiley, 2nd edition, 2001. 
2. Data Communications & Networks - Achyut. S. Godbole, TMH, 2004. 
3. Principles of Communication Systems – H. Taub & D. Schilling, TMH, 2nd Edition, 

2003. 
4. An Engineering approach to computer networking - S. Keshav, Addison W 
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DESIGN AND ANALYSIS OF ALGORITHMS 
(Professional Elective –II) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM723PE                          3     0    0    3 
 
Course Objectives 

 To analyze performance of algorithms. 
 To choose the appropriate data structure and algorithm design method for a specified 

application. 
 To understand how the choice of data structures and algorithm design methods 

impacts the performance of programs. 
 To solve problems using algorithm design methods such as the greedy method, divide 

and conquer, dynamic programming, backtracking and branch and bound. 
 To understand the differences between tractable and intractable problems. 
 To introduce P and NP classes. 

 
Course Outcomes: 

 Ability to analyze the performance of algorithms. 
 Ability to choose appropriate algorithm design techniques for solving problems. 
 Ability to understand how the choice of data structures and the algorithm design 

methods impact the performance of programs. 
 
UNIT - I 
Introduction-Algorithm definition, Algorithm Specification, Performance Analysis-Space 
complexity, Time complexity, Randomized Algorithms. 
Divide and conquer- General method, applications - Binary search, Merge sort, Quick sort, 
Strassen’s Matrix Multiplication.  
 
UNIT - II 
Disjoint set operations, union and find algorithms, AND/OR graphs, Connected Components 
and Spanning trees, Bi-connected components Backtracking-General method, applications-
The 8-queen problem, sum of subsets problem, graph coloring, Hamiltonian cycles.  
 
UNIT - III 
Greedy method- General method, applications- Knapsack problem, Job sequencing with 
deadlines, Minimum cost spanning trees, Single source shortest path problem. 
 
UNIT - IV 
Dynamic Programming- General Method, applications- Chained matrix multiplication, All 
pairs shortest path problem, Optimal binary search trees, 0/1 knapsack problem, Reliability 
design, Traveling sales person problem. 
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UNIT - V 
Branch and Bound- General Method, applications-0/1 Knapsack problem, LC Branch and 
Bound solution, FIFO Branch and Bound solution, Traveling sales person problem.  
NP-Hard and NP-Complete problems- Basic concepts, Non-deterministic algorithms, NP - 
Hard and NP- Complete classes, Cook’s theorem.  
 
TEXT BOOKS: 

1. Fundamentals of Computer Algorithms, 2nd Edition, Ellis Horowitz, Sartaj Sahni and 
S. Rajasekharan, Universities Press. 

2. Design and Analysis of Algorithms, P. H. Dave, H.B. Dave, 2nd edition, Pearson 
Education. 

 
REFERENCE BOOKS 

1. Algorithm Design: Foundations, Analysis and Internet examples, M. T. Goodrich and 
R. Tomassia, John Wiley and sons. 

2. Design and Analysis of Algorithms, S. Sridhar, Oxford Univ. Press  
3. Design and Analysis of algorithms, Aho, Ullman and Hopcroft, Pearson Education. 
4. Foundations of Algorithms, R. Neapolitan and K. Naimipour, 4th edition, Jones and 

Bartlett Student edition. 
5. Introduction to Algorithms, 3rd Edition, T. H. Cormen, C. E.Leiserson, R. L. Rivest, 

and C. Stein, PHI 
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ARTIFICIAL NEURAL NETWORKS 
(Professional Elective - II) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM724PE/BM732PE                        3     0    0    3 

 
Course Objectives: 

 To understand the biological neural network and to model equivalent neuron models. 
 To understand the architecture, learning algorithm and issues of various feed forward 

and feedback neural networks. 
 
Course Outcomes: By completing this course the student will be able to: 

 Create different neural networks of various architectures both feed forward and feed 
backward. 

 Perform the training of neural networks using various learning rules. 
 Perform the testing of neural networks and do the perform analysis of these networks 

for various pattern recognition applications. 
 
UNIT - I 
Introduction: A Neural Network, Human Brain, Models of a Neuron, Neural Networks 
viewed as Directed Graphs, Network Architectures, Knowledge Representation, Artificial 
Intelligence and Neural Networks 
Learning Process: Error Correction Learning, Memory Based Learning, Hebbian Learning, 
Competitive, Boltzmann Learning, Credit Assignment Problem, Memory, Adaption, 
Statistical Nature of the Learning Process 
 
UNIT - II 
Single Layer Perceptrons: Adaptive Filtering Problem, Unconstrained Organization 
Techniques, Linear Least Square Filters, Least Mean Square Algorithm, Learning Curves, 
Learning Rate Annealing Techniques, Perceptron –Convergence Theorem, Relation Between 
Perceptron and Bayes Classifier for a Gaussian Environment 
Multilayer Perceptron: Back Propagation Algorithm XOR Problem, Heuristics, Output 
Representation and Decision Rule, Computer Experiment, Feature Detection 
 
UNIT - III 
Back Propagation: Back Propagation and Differentiation, Hessian Matrix, Generalization, 
Cross Validation, Network Pruning Techniques, Virtues and Limitations of Back Propagation 
Learning, Accelerated Convergence, Supervised Learning 
 
UNIT - IV 
Self-Organization Maps (SOM): Two Basic Feature Mapping Models, Self-Organization 
Map, SOM Algorithm, Properties of Feature Map, Computer Simulations, Learning Vector 
Quantization, Adaptive Patter Classification 
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UNIT - V 
Neuro Dynamics: Dynamical Systems, Stability of Equilibrium States, Attractors, Neuro 
Dynamical Models, Manipulation of Attractors as a Recurrent Network Paradigm 
Hopfield Models – Hopfield Models, Computer Experiment 
 
TEXT BOOKS: 

1.  Neural Networks a Comprehensive Foundations, Simon Haykin, PHI edition. 
 
REFERENCE BOOKS: 

1. Artificial Neural Networks - B. Vegnanarayana Prentice Hall of India P Ltd 2005 
2. Neural Networks in Computer Inteligance, Li Min Fu MC GRAW HILL 

EDUCATION 2003 
3. Neural Networks -James A Freeman David M S Kapura Pearson Education 2004. 
4. Introduction to Artificial Neural Systems Jacek M. Zurada, JAICO Publishing House 

Ed. 2006. 
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NETWORK SECURITY AND CRYPTOGRAPHY 
(Professional Elective - III) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM731PE/ET744PE                         3     0    0    3 
 
Course Objectives: 

 Understand the basic concept of Cryptography and Network Security, their 
mathematical models 

 To understand the necessity of network security, threats/vulnerabilities to networks 
and countermeasures 

 To understand Authentication functions with Message Authentication Codes and 
Hash Functions. 

 To provide familiarity in Intrusion detection and Firewall Design Principles 
 
Course Outcomes: Upon completing this course, the student will be able to  

 Describe network security fundamental concepts and principles  
 Encrypt and decrypt messages using block ciphers and network security technology 

and protocols 
 Analyze key agreement algorithms to identify their weaknesses 
 Identify and assess different types of threats, malware, spyware, viruses, 

vulnerabilities 
 
UNIT - I  
Security Services, Mechanisms and Attacks, A Model for Internetwork security, Classical 
Techniques: Conventional Encryption model, Steganography, Classical Encryption 
Techniques.  
Modern Techniques: Simplified DES, Block Cipher Principles, Data Encryption standard, 
Strength of DES, Block Cipher Design Principles. 
 
UNIT - II 
 Encryption: Triple DES, International Data Encryption algorithm, Blowfish, RC5, 
Characteristics of Advanced Symmetric block Ciphers. Placement of Encryption function, 
Traffic confidentiality, Key distribution, Random Number Generation. 
 
UNIT – III 
Public Key Cryptography: Principles, RSA Algorithm, Key Management, Diffie-Hellman 
Key exchange, Elliptic Curve Cryptograpy. 
Number Theory: Prime and Relatively prime numbers, Modular arithmetic, Fermat’s and 
Euler’s theorems, Testing for primality, Euclid’s Algorithm, the Chinese remainder theorem, 
Discrete logarithms. 
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UNIT - IV 
Message Authentication and Hash Functions: Authentication requirements and functions, 
Message Authentication, Hash functions, Security of Hash functions and MACs. 
Hash and Mac Algorithms: MD-5, Message digest Algorithm, Secure Hash Algorithm. 
Digital signatures and Authentication protocols: Digital signatures, Authentication Protocols, 
Digital signature standards. 
Authentication Applications: Kerberos, Electronic Mail Security: Pretty Good Privacy, 
SIME/MIME. 
 
UNIT – V 
IP Security: Overview, Architecture, Authentication, Encapsulating Security Payload, Key 
Management. Web Security: Web Security requirements, Secure sockets layer and Transport 
layer security, Secure Electronic Transaction. 
Intruders, Viruses and Worms: Intruders, Viruses and Related threats.  
Fire Walls: Fire wall Design Principles, Trusted systems. 
 
TEXT BOOKS: 

1. Cryptography and Network Security: Principles and Practice - William Stallings, 
Pearson Education. 

2. Network Security: The complete reference, Robert Bragg, Mark Rhodes, TMH,2004. 
 

 REFERENCE BOOKS: 
1. Network Security Essentials (Applications and Standards) by William Stallings 

Pearson Education. 
2. Fundamentals of Network Security by Eric Maiwald (Dreamtech press) 
3. Principles of Information Security, Whitman, Thomson. 
4. Introduction to Cryptography, Buchmann, Springer. 
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DIGITAL IMAGE PROCESSING 
(Professional Elective – III) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: ET722PE/EM732PE                         3     0    0    3 
 
Course Objectives: 

 To comprehend the relation between human visual system and machine perception 
and processing of digital images. 

 To provide a detailed approach towards image processing applications like 
enhancement, segmentation, and compression. 

 
Course Outcomes: 

 Exploration of the limitations of the computational methods on digital images. 
 Expected to implement the spatial and frequency domain image transforms on 

enhancement and restoration of images. 
 Elaborate understanding on image enhancement techniques. 
 Expected to define the need for compression and evaluate the basic compression 

algorithms. 
 
UNIT - I 
Digital Image Fundamentals & Image Transforms: Digital Image Fundamentals, 
Sampling and Quantization, Relationship between Pixels. 
Image Transforms: 2-D FFT, Properties, Walsh Transform, Hadamard Transform, Discrete 
Cosine Transform, Haar Transform, Slant Transform, Hotelling Transform. 
 
UNIT - II 
Image Enhancement (Spatial Domain): Introduction, Image Enhancement in Spatial 
Domain, Enhancement through Point Processing, Types of Point Processing, Histogram 
Manipulation, Linear and Non – Linear Gray Level Transformation, Local or Neighborhood 
criterion, Median Filter, Spatial Domain High-Pass Filtering. 
Image Enhancement (Frequency Domain): Filtering in Frequency Domain, Low Pass 
(Smoothing) and High Pass (Sharpening) Filters in Frequency Domain. 
 
UNIT - III 
Image Restoration: Degradation Model, Algebraic Approach to Restoration, Inverse 
Filtering, Least Mean Square Filters, Constrained Least Squares Restoration, Interactive 
Restoration. 
 
UNIT – IV 
Image Segmentation: Detection of Discontinuities, Edge Linking And Boundary Detection, 
thresholding, Region Oriented Segmentation. 
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Morphological Image Processing: Dilation and Erosion: Dilation, Structuring Element 
Decomposition, Erosion, Combining Dilation and Erosion, Opening and Closing, Hit or Miss 
Transformation. 
 
UNIT - V 
Image Compression: Redundancies and their Removal Methods, Fidelity Criteria, Image 
Compression Models, Huffman and Arithmetic Coding, Error Free Compression, Lossy 
Compression, Lossy and Lossless Predictive Coding, Transform Based Compression, JPEG 
2000 Standards. 
 
TEXT BOOKS: 

1. Digital Image Processing  - Rafael C. Gonzalez, Richard E. Woods, 3rd Edition, 
Pearson, 2008 

2. Digital Image Processing- S Jayaraman, S Esakkirajan, T Veerakumar- MC GRAW 
HILL EDUCATION, 2010. 

 
REFERENCE BOOKS: 

1. Digital Image Processing and Analysis-Human and Computer Vision Application 
with using CVIP Tools - Scotte Umbaugh, 2nd Ed, CRC Press, 2011 

2. Digital Image Processing using MATLAB – Rafael C. Gonzalez, Richard E Woods 
and Steven L. Eddings, 2nd Edition, MC GRAW HILL EDUCATION, 2010. 

3. Digital Image Processing and Computer Vision – Somka, Hlavac, Boyle- Cengage 
Learning (Indian edition) 2008. 

4. Introductory Computer Vision Imaging Techniques and Solutions- Adrian low, 2008, 
2nd Edition 
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COMPILER DESIGN 
(Professional Elective – III) 

  
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM733PE                          3     0    0    3 
 
Course Objectives: 

 To understand the various phases in the design of a compiler. 
 To understand the design of top-down and bottom-up parsers. 
 To understand syntax directed translation schemes. 
 To introduce lex and yacc tools. 
 To learn to develop algorithms to generate code for a target machine.  

 
Course Outcomes: 

 Ability to design, develop, and implement a compiler for any language. 
 Able to use lex and yacc tools for developing a scanner and a parser. 
 Able to design and implement LL and LR parsers. 
 Able to design algorithms to perform code optimization in order to improve the 

performance of a program in terms of space and time complexity. 
 Ability to design algorithms to generate machine code 

 
UNIT - I 
Introduction: Language Processors, the structure of a compiler, the science of building a 
compiler, programming language basics. 
Lexical Analysis: The Role of the Lexical Analyzer, Input Buffering, Recognition of 
Tokens, The Lexical-Analyzer Generator Lex, Finite Automata, From Regular Expressions to 
Automata, Design of a Lexical-Analyzer Generator, Optimization of DFA-Based Pattern 
Matchers. 
 
UNIT - II 
Syntax Analysis: Introduction, Context-Free Grammars, Writing a Grammar, Top-Down 
Parsing, Bottom-Up Parsing, Introduction to LR Parsing: Simple LR, More Powerful LR 
Parsers, Using Ambiguous Grammars, Parser Generators. 
 
UNIT - III 
Syntax-Directed Translation: Syntax-Directed Definitions, Evaluation Orders for SDD's, 
Applications of Syntax-Directed Translation, Syntax-Directed Translation Schemes, and 
Implementing L-Attributed SDD's. 
Intermediate-Code Generation: Variants of Syntax Trees, Three-Address Code, Types and 
Declarations, Type Checking, Control Flow, Back patching, Switch-Statements, Intermediate 
Code for Procedures. 
 
UNIT - IV 
Run-Time Environments: Storage organization, Stack Allocation of Space, Access to 
Nonlocal Data on the Stack, Heap Management, Introduction to Garbage Collection, 
Introduction to Trace-Based Collection. 
Code Generation: Issues in the Design of a Code Generator, The Target Language, 
Addresses in the Target Code, Basic Blocks and Flow Graphs, Optimization of Basic Blocks, 
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A Simple Code Generator, Peephole Optimization, Register Allocation and Assignment, 
Dynamic Programming Code-Generation. 
 
UNIT - V 
Machine-Independent Optimizations: The Principal Sources of Optimization, Introduction 
to Data-Flow Analysis, Foundations of Data-Flow Analysis, Constant Propagation, Partial-
Redundancy Elimination, Loops in Flow Graphs. 
 
TEXT BOOKS 

1. Compilers: Principles, Techniques and Tools, Second Edition, Alfred V. Aho, Monica 
S. Lam, Ravi Sethi, Jeffry D. Ullman,  Pearson. 

 
REFERENCE BOOKS 

1. Compiler Construction-Principles and Practice, Kenneth C Louden, Cengage 
Learning. 

2. Modern compiler implementation in C, Andrew W Appel, Revised edition, 
Cambridge University Press. 

3. The Theory and Practice of Compiler writing, J. P. Tremblay and P. G. Sorenson, 
TMH 

4. Writing compilers and interpreters, R. Mak, 3rd edition, Wiley student edition. 
5. lex & yacc – John R. Levine, Tony Mason, Doug Brown, O’reilly 
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DIGITAL SYSTEM DESIGN 
 (Professional Elective – III) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM734PE                          3     0    0    3 
 
Course Objectives: 

 To provide extended knowledge of digital logic circuits in the form of state model 
approach. 

 To provide an overview of system design approach using programmable logic 
devices. 

 To provide and understand of fault models and test methods. 
 
Course Outcomes: 

 To understands the minimization of Finite state machine. 
 To exposes the design approaches using ROM’s, PAL’s and PLA’s. 
 To provide in depth understanding of Fault models. 
 To understands test pattern generation techniques for fault detection. 
 To design fault diagnosis in sequential circuits. 

 
UNIT - I 
Minimization and Transformation of Sequential Machines: The Finite State Model – 
Capabilities and limitations of FSM – State equivalence and machine minimization – 
Simplification of incompletely specified machines. 
Fundamental mode model – Flow table – State reduction – Minimal closed covers – Races, 
Cycles and Hazards. 
 
UNIT - II 
Digital Design: Digital Design Using ROMs, PALs and PLAs , BCD Adder, 32 – bit adder, 
State graphs for control circuits, Scoreboard and Controller, A shift and add multiplier, Array 
multiplier, Keypad Scanner, Binary divider. 
 
UNIT - III 
SM Charts: State machine charts, Derivation of SM Charts, Realization of SM Chart, 
Implementation of Binary Multiplier, dice game controller. 
 
UNIT - IV: 
Fault Modeling & Test Pattern Generation: Logic Fault model – Fault detection & 
Redundancy- Fault equivalence and fault location –Fault dominance – Single stuck at fault 
model – Multiple stuck at fault models –Bridging fault model. 
Fault diagnosis of combinational circuits by conventional methods – Path sensitization 
techniques, Boolean Difference method – Kohavi algorithm – Test algorithms – D algorithm, 
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PODEM, Random testing, Transition count testing, Signature analysis and test bridging 
faults. 
 
UNIT - V 
Fault Diagnosis in Sequential Circuits: Circuit Test Approach, Transition Check Approach 
– State identification and fault detection experiment, Machine identification, Design of fault 
detection experiment 
 
TEXT BOOKS: 

1. Fundamentals of Logic Design – Charles H. Roth, 5th ed., Cengage Learning. 
2. Digital Systems Testing and Testable Design – Miron Abramovici, Melvin A. Breuer 

and Arthur D. Friedman- John Wiley & Sons Inc. 
 
REFERENCE BOOKS: 

1. Switching and Finite Automata Theory – Z. Kohavi , 2nd ed., 2001, McGraw Hill 
2. Digital Design – Morris Mano, M.D.Ciletti, 4th Edition, Pearson 
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ARTIFICIAL INTELLIGENCE 
(Professional Elective - IV) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: IT733PE/EC744PE                         3     0    0    3 

 
Prerequisites: 

1. A course on “Computer Programming and Data Structures” 
2. A course on “Advanced Data Structures” 
3. A course on “Design and Analysis of Algorithms” 
4. A course on “Mathematical Foundations of Computer Science” 
5. Some background in linear algebra, data structures and algorithms, and probability 

will all be helpful 
 

Course Objectives: 
 To learn the distinction between optimal reasoning Vs. human like reasoning 
 To understand the concepts of state space representation, exhaustive search, heuristic 

search together with the time and space complexities. 
 To learn different knowledge representation techniques. 
 To understand the applications of AI, namely game playing, theorem proving, and 

machine learning.  
 

Course Outcomes: 
 Ability to formulate an efficient problem space for a problem expressed in natural 

language. 
 Select a search algorithm for a problem and estimaate its time and space complexities. 
 Possess the skill for representing knowledge using the appropriate technique for a 

given problem. 
 Possess the ability to apply AI techniques to solve problems of game playing, and 

machine learning. 
 
UNIT - I 
Problem Solving by Search-I: Introduction to AI, Intelligent Agents  
Problem Solving by Search –II: Problem-Solving Agents, Searching for Solutions, 
Uninformed Search Strategies: Breadth-first search, Uniform cost search, Depth-first search, 
Iterative deepening Depth-first search, Bidirectional search, Informed (Heuristic) Search 
Strategies: Greedy best-first search, A* search,  Heuristic Functions, Beyond Classical 
Search: Hill-climbing search,  Simulated annealing search, Local Search in Continuous 
Spaces, Searching with Non-Deterministic Actions, Searching wih Partial Observations,  
Online Search Agents and Unknown Environment . 
 
UNIT - II   
Problem Solving by Search-II and Propositional Logic 
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Adversarial Search: Games, Optimal Decisions in Games, Alpha–Beta Pruning, Imperfect 
Real-Time Decisions. 
Constraint Satisfaction Problems: Defining Constraint Satisfaction Problems, Constraint 
Propagation, Backtracking Search for CSPs, Local Search for CSPs, The Structure of 
Problems. 
Propositional Logic: Knowledge-Based Agents, The Wumpus World, Logic, Propositional 
Logic, Propositional Theorem Proving:  Inference and proofs, Proof by resolution, Horn 
clauses and definite clauses, Forward and backward chaining, Effective Propositional Model 
Checking, Agents Based on Propositional Logic. 
 
UNIT - III   
Logic and Knowledge Representation  
First-Order Logic: Representation, Syntax and Semantics of First-Order Logic, Using First-
Order Logic, Knowledge Engineering in First-Order Logic. 
Inference in First-Order Logic: Propositional vs. First-Order Inference, Unification and 
Lifting, Forward Chaining, Backward Chaining, Resolution. 
Knowledge Representation: Ontological Engineering, Categories and Objects, Events. 
Mental Events and Mental Objects, Reasoning Systems for Categories, Reasoning with 
Default Information. 
 
UNIT - IV      
Planning  
Classical Planning: Definition of Classical Planning, Algorithms for Planning with State-
Space Search, Planning Graphs, other Classical Planning Approaches, Analysis of Planning 
approaches. 
Planning and Acting in the Real World: Time, Schedules, and Resources, Hierarchical 
Planning, Planning and Acting in Nondeterministic Domains, Multi agent Planning. 
 
UNIT - V   
Uncertain knowledge and Learning 
Uncertainty: Acting under Uncertainty, Basic Probability Notation, Inference Using Full 
Joint Distributions, Independence, Bayes’ Rule and Its Use,  
Probabilistic Reasoning: Representing Knowledge in an Uncertain Domain, The Semantics 
of Bayesian Networks, Efficient Representation of Conditional Distributions, Approximate 
Inference in Bayesian Networks, Relational and First-Order Probability, Other Approaches to 
Uncertain Reasoning; Dempster-Shafer theory. 
Learning: Forms of Learning, Supervised Learning, Learning Decision Trees.Knowledge in 
Learning: Logical Formulation of Learning, Knowledge in Learning, Explanation-Based 
Learning, Learning Using Relevance Information, Inductive Logic Programming. 
 
TEXT BOOKS 

1. Artificial Intelligence A Modern Approach, Third Edition, Stuart Russell and Peter 
Norvig, Pearson Education. 
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REFERENCES: 
1. Artificial Intelligence, 3rd Edn., E. Rich and K. Knight (TMH)   
2. Artificial Intelligence, 3rd Edn., Patrick Henny Winston, Pearson Education. 
3. Artificial Intelligence, Shivani Goel, Pearson Education. 
4. Artificial Intelligence and Expert systems – Patterson, Pearson Education. 
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WIRELESS SENSOR NETWORKS 
(Professional Elective – IV) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM742PE                          3     0    0    3 
 
UNIT - I 
Introduction: Unique constraints and challenges, advantages of Sensor Networks, Sensor 
Network Applications, Collaborative Processing, Overview and applications of Wireless 
Sensor Networks, Basic Wireless Sensor Technology-Sensor Node Technology, Sensor 
Taxonomy, WN operating Environment, WN trends. Radio Propagation primer. 
 
UNIT - II  
MAC protocols for Wireless Sensor Networks: Introduction, Background, Fundamentals 
of MAC protocols, MAC protocols for WSNs, Sensor-MAC case study, IEEE 802.15.4 LR-
WPANs standard case study. 
 
UNIT - III  
Routing protocols for Wireless Sensor Networks: Introduction, background, Data 
dissemination and gathering, routing challenges and design issues, routing strategies in 
wireless sensor networks. 
Networking Sensors: Key assumptions, Medium Access Control, General Issues, 
Geographic, Energy-Aware Routing, Attribute-based Routing. 
 
UNIT - IV  
Transport Control protocols for Wireless Sensor Networks: Traditional Transport control 
protocols, Transport protocol design issues, Examples of existing transport control protocols, 
performance of transport control protocols. 
Performance and Traffic Management: Introduction, background, WSN Design Issues, 
Performance Modeling of WSNs, Case Study-Simple computation of the system life span.  
 
UNIT - V 
Network Management for Wireless Sensor Networks: Introduction, Network management 
requirements, traditional network management models, network management design issues, 
MANNA, Naming and Localization. 
Operating Systems for Wireless Sensor Networks: Introduction, operating system design 
issues, Examples of operating systems-TinyOS, Mate, MagnetOS, MANTIS, OSPM, EYES 
OS, SenOS, EMERALDS, PicOS. 
 
TEXT BOOKS: 

1. Wireless Sensor Networks- Technology, protocols and applications, Kazem Sohraby, 
Daniel Minoli and Taieb Znati, Wiley Student Edition. 

2. Wireless Sensor Networks-An Information processing approach, Feng Zhao, Leonidas 
Guibas, Morgan Kaufmann publications, 2004. 
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REFERENCE BOOKS: 

1. Adhoc Mobile Wireless Networks-Principles, Protocols and Applications, Subir 
kumar Sarkar, T G Basavaraju and C Puttamadappa, Auerbach Publications, Taylor & 
Francis group. 

2. Adhoc Wireless Networks-Architectures and Protocols, C. Siva Ram Murthy and B.S. 
Manoj, Pearson Education. 
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CLOUD COMPUTING 
(Professional Elective – IV) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: CS742PE                          3     0    0    3 
 
Prerequisites: 

 A course on “Computer Networks”. 
 A course on “Operating Systems”. 
 A course on “Distributed Systems”. 

 
Course Objectives: 

 This course provides an insight into cloud computing 
 Topics covered include- distributed system models, different cloud service models, 

service-oriented architectures, cloud programming and software environments, 
resource management.  

 
Course Outcomes: 

 Ability to understand various service delivery models of a cloud computing 
architecture. 

 Ability to understand the ways in which the cloud can be programmed and deployed.  
 Understanding cloud service providers. 

 
UNIT - I  
Computing Paradigms: High-Performance Computing, Parallel Computing, Distributed 
Computing, Cluster Computing, Grid Computing, Cloud Computing, Bio computing, Mobile 
Computing, Quantum Computing, Optical Computing, Nano computing. 
 
UNIT - II  
Cloud Computing Fundamentals: Motivation for Cloud Computing, The Need     for Cloud 
Computing, Defining Cloud Computing, Definition of Cloud computing, Cloud Computing Is 
a Service, Cloud Computing Is a Platform, Principles of Cloud computing, Five Essential 
Characteristics, Four Cloud Deployment Models 

       
UNIT - III 
Cloud Computing Architecture and Management: Cloud architecture, Layer, Anatomy of 
the Cloud, Network Connectivity in Cloud Computing, Applications, on the Cloud, 
Managing the Cloud, Managing the Cloud Infrastructure Managing the Cloud application, 
Migrating Application to Cloud, Phases of Cloud Migration Approaches for Cloud Migration. 
 
UNIT - IV  
Cloud Service Models: Infrastructure as a Service, Characteristics of IaaS. Suitability of 
IaaS, Pros and Cons of IaaS, Summary of IaaS Providers, Platform as a Service, 
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Characteristics of PaaS, Suitability of PaaS, Pros and Cons of PaaS, Summary of PaaS 
Providers, Software as a Service, Characteristics of SaaS, Suitability of SaaS, Pros and Cons 
of SaaS, Summary of SaaS Providers, Other Cloud Service Models. 
 
UNIT - V 
Cloud Service Providers: EMC, EMC IT, Captiva Cloud Toolkit, Google, Cloud Platform, 
Cloud Storage, Google Cloud Connect, Google Cloud Print, Google App Engine, Amazon 
Web Services, Amazon Elastic Compute Cloud, Amazon Simple Storage Service, Amazon 
Simple Queue ,service, Microsoft, Windows Azure, Microsoft Assessment and Planning 
Toolkit, SharePoint, IBM, Cloud Models, IBM Smart Cloud, SAP Labs, SAP HANA Cloud 
Platform, Virtualization Services Provided by SAP, Sales force, Sales Cloud, Service Cloud: 
Knowledge as a Service, Rack space, VMware, Manjra soft, Aneka Platform 
 
TEXT BOOKS: 

1. Essentials of cloud Computing:  K. Chandrasekhran, CRC press, 2014 
 
REFERENCE BOOKS: 

1. Cloud Computing: Principles and Paradigms by Rajkumar Buyya, James Broberg and 
Andrzej M. Goscinski, Wiley, 2011.  

2. Distributed and Cloud Computing, Kai Hwang, Geoffery C. Fox, Jack J. Dongarra, 
Elsevier, 2012. 

3. Cloud Security and Privacy: An Enterprise Perspective on Risks and Compliance, 
Tim Mather, Subra Kumaraswamy, Shahed Latif, O’Reilly, SPD, rp2011. 
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DSP PROCESSORS AND ARCHITECTURES 
(Professional Elective – IV) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM744PE                          3     0    0    3 
 
Pre-requisites:  Digital Signal Processing. 
 
Course Objectives: The objectives of the course are: 

 To recall digital transform techniques. 
 To introduce architectural features of programmable DSP Processors of TI and 

Analog Devices. 
 To give practical examples of DSP Processor architectures for better understanding. 
 To develop the programming knowledge using Instruction set of DSP Processors. 
 To understand interfacing techniques to memory and I/O devices. 

 
Course Outcomes: Upon completion of the course, the student 

 Be able to distinguish between the architectural features of General purpose 
processors and DSP processors. 

 Understand the architectures of TMS320C54xx and ADSP 2100 DSP devices. 
 Be able to write simple assembly language programs using instruction set of 

TMS320C54xx. 
 Can interface various devices to DSP Processors. 

 
UNIT – I 
Introduction to Digital Signal Processing: Introduction, A Digital signal-processing 
system, The sampling process, Discrete time sequences. Discrete Fourier Transform (DFT) 
and Fast Fourier Transform (FFT), Linear time-invariant systems, Digital filters, Decimation 
and interpolation. 
Computational Accuracy in DSP Implementations: Number formats for signals and 
coefficients in DSP systems, Dynamic Range and Precision, Sources of error in DSP 
implementations, A/D Conversion errors, DSP Computational errors, D/A Conversion Errors, 
Compensating filter. 
 
UNIT – II 
Architectures for Programmable DSP Devices: Basic Architectural features, DSP 
Computational Building Blocks, Bus Architecture and Memory, Data Addressing 
Capabilities, Address Generation Unit, Programmability and Program Execution, Speed 
Issues, Features for External interfacing. 

 

UNIT – III 

Programmable Digital Signal Processors: Commercial Digital signal-processing Devices, 
Data Addressing modes of TMS320C54XX DSPs, Data Addressing modes of 
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TMS320C54XX Processors, Memory space of TMS320C54XX Processors, Program 
Control, TMS320C54XX instructions and Programming, On-Chip Peripherals, Interrupts of 
TMS320C54XX processors, Pipeline Operation of TMS320C54XX Processors. 
 
UNIT – IV 
Analog Devices Family of DSP Devices: Analog Devices Family of DSP Devices – ALU 
and MAC block diagram, Shifter Instruction, Base Architecture of ADSP 2100, ADSP-2181 
high performance Processor. 
Introduction to Blackfin Processor – The Blackfin Processor, Introduction to Micro Signal 
Architecture, Overview of Hardware Processing Units and Register files, Address Arithmetic 
Unit, Control Unit, Bus Architecture and Memory, Basic Peripherals. 
 
UNIT – V 
Interfacing Memory and I/O Peripherals to Programmable DSP Devices: Memory space 
organization, External bus interfacing signals, Memory interface, Parallel I/O interface, 
Programmed I/O, Interrupts and I/O, Direct memory access (DMA). 
 
TEXT BOOKS: 

1. Digital Signal Processing – Avtar Singh and S. Srinivasan, Thomson Publications, 
2004. 

2. A Practical Approach to Digital Signal Processing – K Padmanabhan, R. 
Vijayarajeswaran, Ananthi. S, New Age International, 2006/2009 

3. Embedded Signal Processing with the Micro Signal Architecture Publisher:  Woon-
Seng Gan, Sen M. Kuo, Wiley-IEEE Press, 2007 

 
REFERENCE BOOKS: 

1. Digital Signal Processors, Architecture, Programming and Applications – B. 
Venkataramani and M. Bhaskar, 2002, TMH. 

2. Digital Signal Processing – Jonatham Stein, 2005, John Wiley. 
3. DSP Processor Fundamentals, Architectures, & Features – Lapsley et al.  2000, S. 

Chand & Co. 
4. Digital Signal Processing Applications Using the ADSP-2100 Family by The 

Applications Engineering Staff of Analog Devices, DSP Division, Edited by Amy 
Mar, PHI 

5. The Scientist and Engineer’s Guide to Digital Signal Processing by Steven W. Smith, 
Ph.D., California Technical Publishing, ISBN 0-9660176-3-3, 1997 

6. Embedded Media Processing by David J. Katz and Rick Gentile of Analog Devices, 
Newnes. 
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EMBEDDED SYSTEMS LAB 
 

B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EI703PC                          0     0    3    2 
 
This lab is to provide skills needed to develop software for ARM based Embedded System. 
The aim is to teach the basics of device drivers, programming for Linux Kernel. The lab 
programs will be taught on ARM board with simple devices like GPIOs, LEDs, seven 
segment displays, keypads, Temperature sensors, and E2PROM devices, and also to provide 
interface to real world through ADCs and DACs. 
 
The goal is to focus on learning the kernel interface, while still programming real hardware.  

 
Required Skill-set: 

1. Keil IDE or Equivalent IDE 
2. Embedded C 
3. ARM architecture 
4. LINUX OS 
5. Circuit simulation software like Proteus, Multisim (MCU). 
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LINUX PROGRAMMING LAB 
 

B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM704PC                          0     0    3    2 

 
Course Objectives: 

 To write shell scripts to solve problems. 
 To implement some standard Linux utilities such as ls, cp etc using system calls. 
 To develop network-based applications using C. 

 
Course Outcomes: 

 Ability to understand the Linux environment 
 Ability to perform the file management and multiple tasks using shell scripts in Linux 

environment  
 
List of sample problems: 
Note: Use Bash for Shell scripts. 
 

1. Write a shell script that accepts a file name, starting and ending line numbers as 
arguments and displays all the lines between the given line numbers. 

 
2. Write a shell script that deletes all lines containing a specified word in one or more 

files supplied as arguments to it. 
 

3. Write a shell script that displays a list of all the files in the current directory to which 
the user has read, write and execute permissions. 

 
4. Write a shell script that receives any number of file names as arguments checks if 

every argument supplied is a file or a directory and reports accordingly.  Whenever 
the argument is a file, the number of lines on it is also reported. 

 
5. Write a shell script that accepts a list of file names as its arguments, counts and 

reports the occurrence of each word that is present in the first argument file on other 
argument files. 

 
6. Write a shell script to list all of the directory files in a directory. 

 
7. Write a shell script to find factorial of a given integer. 

 
8. Write an awk script to count the number of lines in a file that do not contain vowels. 

 
9. Write an awk script to find the number of characters, words and lines in a file. 

 
10. Write a C program that makes a copy of a file using standard I/O and system calls. 

 
11. Implement in C the following Linux commands using System calls 

a) cat            b) mv 
 

12. Write a C program to list files in a directory. 
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13. Write a C program to emulate the Unix ls –l command. 
 

14. Write a C program to list for every file in a directory, its inode number and file name. 
 

15. Write a C program that redirects standard output to a file.Ex: ls > f1. 
 

16. Write a C program to create a child process and allow the parent to display “parent” 
and the child to display “child” on the screen. 

 
17. Write a C program to create a Zombie process. 

 
18. Write a C program that illustrates how an orphan is created. 

 
19. Write a C program that illustrates how to execute two commands concurrently with a 

Command pipe. Ex:- ls –l | sort    
 

20. Write C programs that illustrate communication between two unrelated processes 
using named pipe (FIFO File). 

 
21. Write a C program in which a parent writes a message to a pipe and the child reads 

the message. 
 

22. Write a C program (sender.c) to create a message queue with read and write 
permissions to write 3 messages to it with different priority numbers. 

 
23. Write a C program (receiver.c) that receives the messages (from the above message 

queue as specified in (22)) and displays them. 
 

24. Write a C program that illustrates suspending and resuming processes using signals. 
 

25. Write Client and Server programs in C for connection oriented communication 
between Server and Client processes using Unix Domain sockets to perform the 
following: 
Client process sends a message to the Server Process. The Server receives the 
message, reverses it and sends it back to the Client. The Client will then display the 
message to the standard output device. 
 

26. Write Client and Server programs in C for connection oriented communication 
between Server and Client processes using Internet Domain sockets to perform the 
following: 
Client process sends a message to the Server Process. The Server receives the 
message, reverses it and sends it back to the Client. The Client will then display the 
message to the standard output device. 

 
27. Write C programs to perform the following: 

One process creates a shared memory segment and writes a message (“Hello”) into it. 
Another process opens the shared memory segment and reads the message (i.e. 
“Hello”). It will then display the message (“Hello”) to standard output device.     
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TEXT BOOKS: 
1. Beginning Linux Programming, 4th Edition, N. Matthew, R. Stones, Wrox, Wiley 

India Edition. 
2. Advanced Unix Programming, N. B. Venkateswarulu, BS Publications. 
3. Unix and Shell Programming, M.G. Venkatesh Murthy, Pearson Education. 
4. Unix Shells by Example, 4th Edition, Elllie Quigley, Pearson Education. 
5. Sed and Awk, O. Dougherty & A. Robbins, 2nd edition, SPD. 
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VLSI DESIGN 
(Professional Elective – V) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: EM851PE/EE861PE                         3     0    0    3 
 
Course Objectives: The objectives of the course are to: 

 Give exposure to different steps involved in the fabrication of ICs using MOS 
transistor, CMOS/BICMOS transistors, and passive components. 

 Explain electrical properties of MOS and BiCMOS devices to analyze the behavior of 
inverters designed with various loads. 

 Give exposure to the design rules to be followed to draw the layout of any logic 
circuit. 

 Provide concept to design different types of logic gates using CMOS inverter and 
analyze their transfer characteristics. 

 Provide design concepts to design building blocks of data path of any system using 
gates. 

 Understand basic programmable logic devices and testing of CMOS circuits. 
 
Course Outcomes: Upon successfully completing the course, the student should be able to: 

 Acquire qualitative knowledge about the fabrication process of integrated circuit 
using MOS transistors. 

 Choose an appropriate inverter depending on specifications required for a circuit 
 Draw the layout of any logic circuit which helps to understand and estimate parasitic 

of any logic circuit 
 Design different types of logic gates using CMOS inverter and analyze their transfer 

characteristics 
 Provide design concepts required to design building blocks of data path using gates. 
 Design simple memories using MOS transistors and can understand design of large 

memories. 
 Design simple logic circuit using PLA, PAL, FPGA and CPLD. 
 Understand different types of faults that can occur in a system and learn the concept 

of testing and adding extra hardware to improve testability of system 
 
UNIT – I 
Introduction: Introduction to IC Technology – MOS, PMOS, NMOS, CMOS & BiCMOS 
Basic Electrical Properties: Basic Electrical Properties of MOS and BiCMOS Circuits: Ids-
Vds relationships, MOS transistor threshold Voltage, gm, gds, Figure of merit ωo; Pass 
transistor, NMOS Inverter, Various pull ups, CMOS Inverter analysis and design, Bi-CMOS 
Inverters. 
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UNIT - II 
VLSI Circuit Design Processes: VLSI Design Flow, MOS Layers, Stick Diagrams, Design 
Rules and Layout, 2 μm CMOS Design rules for wires, Contacts and Transistors Layout 
Diagrams for NMOS and CMOS Inverters and Gates, Scaling of MOS circuits. 
 
UNIT – III 
Gate Level Design: Logic Gates and Other complex gates, Switch logic, Alternate gate 
circuits, Time delays, Driving large capacitive loads, Wiring capacitance, Fan – in, Fan – out, 
Choice of layers. 
 
UNIT - IV 
Data Path Subsystems: Subsystem Design, Shifters, Adders, ALUs, Multipliers, Parity 
generators, Comparators, Zero/One Detectors, Counters. 
Array Subsystems: SRAM, DRAM, ROM, Serial Access Memories. 
 
UNIT - V 
Programmable Logic Devices: PLAs, FPGAs, CPLDs, Standard Cells, Programmable 
Array Logic, Design Approach, Parameters influencing low power design. 
CMOS Testing: CMOS Testing, Need for testing, Test Principles, Design Strategies for test, 
Chip level Test Techniques. 
 
TEXT BOOKS: 

1. Essentials of VLSI circuits and systems – Kamran Eshraghian, Eshraghian Dougles 
and A. Pucknell, PHI, 2005 Edition 

2. CMOS VLSI Design – A Circuits and Systems Perspective, Neil H. E Weste, David 
Harris, Ayan Banerjee, 3rd Ed, Pearson, 2009. 

 
REFERENCE BOOKS: 

1. CMOS logic circuit Design - John .P. Uyemura, Springer, 2007. 
2. Modern VLSI Design - Wayne Wolf, Pearson Education, 3rd Edition, 1997. 
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COMPUTER GRAPHICS  
(Professional Elective – V) 

 
B.Tech. IV Year I Sem.                                      L    T    P   C 
Course Code: EM852PE                          3     0    0    3 
 
Course Objectives: 

 To make students understand about fundamentals of Graphics to enable them to 
design animated scenes for virtual object creations. 

 To make the student present the content graphically.  
 
Course Outcomes: 

 Students can animate scenes entertainment. 
 Will be able work in computer aided design for content presentation. 
 Better analogy data with pictorial representation. 

 
UNIT - I  
Introduction: Application areas of Computer Graphics, overview of graphics systems, 
video-display devices, raster-scan systems, random scan systems, graphics monitors and 
work stations and input devices  
Output primitives:  Points and lines, line drawing algorithms, mid-point circle and ellipse 
algorithms. Filled area primitives: Scan line polygon fill algorithm, boundary-fill and flood-
fill algorithms. 
 
UNIT - II 
2-D Geometrical transforms: Translation, scaling, rotation, reflection and shear 
transformations, matrix representations and homogeneous coordinates, composite transforms, 
transformations between coordinate systems. 
2-D Viewing: The viewing pipeline, viewing coordinate reference frame, window to view-
port coordinate transformation, viewing functions, Cohen-Sutherland and Cyrus-beck line 
clipping algorithms, Sutherland –Hodgeman polygon clipping algorithm. 
 
UNIT - III 
3-D Object representation: Polygon surfaces, quadric surfaces, spline representation, 
Hermite curve, Bezier curve and B-spline curves, Bezier and       B-spline surfaces, sweep 
representations, octrees BSP Trees,  
3-D Geometric transformations: Translation, rotation, scaling, reflection and shear 
transformations, composite transformations, 3-D viewing: Viewing pipeline, viewing 
coordinates, view volume and general projection transforms and clipping. 
 
UNIT - IV 
Visible surface detection methods: Classification, back-face detection, depth-buffer, scan-
line, depth sorting, BSP-tree methods, area sub-division and octree methods 
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Illumination Models and Surface rendering Methods: Basic illumination models, polygon 
rendering methods 
 
UNIT- V  
Computer animation: Design of animation sequence, general computer animation functions, 
raster animation, computer animation languages, key frame systems, motion specifications 
 
TEXT BOOKS: 

1. “Computer Graphics C version”, Donald Hearn and M. Pauline Baker, Pearson 
education. 

2.  “Computer Graphics Second edition”, Zhigand xiang, Roy Plastock, Schaum’s 
outlines, Tata Mc Graw hill edition. 

 
REFERENCE BOOKS: 

1. “Computer Graphics Principles & practice”, second edition in C, Foley, Van Dam, 
Feiner and Hughes, Pearson Education. 

2. “Procedural elements for Computer Graphics”, David F Rogers, Tata Mc Graw hill, 
2nd edition. 

3. “Principles of Interactive Computer Graphics”, Neuman and Sproul, TMH. 
4. “Principles of Computer Graphics”, Shalini, Govil-Pai, Springer. 
5. “Computer Graphics”, Steven Harrington, TMH  
6. Computer Graphics, F. S. Hill, S. M. Kelley, PHI. 
7. Computer Graphics, P. Shirley, Steve Marschner & Others, Cengage Learning. 
8. Computer Graphics & Animation, M. C. Trivedi, Jaico Publishing House. 
9. An Integrated Introduction to Computer Graphics and Geometric Modelling, R. 

Goldman, CRC Press, Taylor & Francis Group. 
10. Computer Graphics, Rajesh K. Maurya, Wiley India. 
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DATA WAREHOUSING AND DATA MINING 
(Professional Elective – V) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: EM853PE                          3     0    0    3 

 
Course Objectives: 
Study data warehouse principles and its working learn data mining concepts understand 
association rules mining. Discuss classification algorithms learn how data is grouped using 
clustering techniques. 
 
Course Outcomes: 
 Student should be able to understand why the data warehouse in addition to database 

systems. 
 Ability to perform the preprocessing of data and apply mining techniques on it. 
 Ability to identify the association rules, classification and clusters in large data sets. 
 Ability to solve real world problems in business and scientific information using data 

mining 
 
UNIT-I 
Data warehouse: Introduction to Data warehouse, Difference between operational database 
systems and data warehouses, Data warehouse Characteristics, Data warehouse Architecture 
and its Components, Extraction-Transformation-Loading, Logical(Multi-Dimensional), Data 
Modeling, Schema Design, Star and Snow-Flake Schema, Fact Consultation, Fact Table, 
Fully Addictive, Semi-Addictive, Non Addictive Measures; Fact-Less-Facts, Dimension 
Table Characteristics; OLAP Cube, OLAP Operations, OLAP Server Architecture-ROLAP, 
MOLAP and HOLAP. 
 
UNIT-II 
Introduction to Data Mining: Introduction, What is Data Mining, Definition, KDD, 
Challenges, Data Mining Tasks, Data Preprocessing, Data Cleaning, Missing data, 
Dimensionality Reduction, Feature Subset Selection, Discretization and Binaryzation, Data 
Transformation; Measures of Similarity and Dissimilarity- Basics. 
 
UNIT-III 
Association Rules: Problem Definition, Frequent Item Set Generation, The APRIORI 
Principle, Support and Confidence Measures, Association Rule Generation; APRIOIRI 
Algorithm, The Partition Algorithms, FP-Growth Algorithms, Compact Representation of 
Frequent Item Set- Maximal Frequent Item Set, Closed Frequent Item Set. 
 
UNIT-IV 
Classification: Problem Definition, General Approaches to solving a classification  problem , 
Evaluation of Classifiers , Classification techniques, Decision Trees-Decision tree 
Construction , Methods for Expressing attribute test conditions, Measures for Selecting the 
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Best Split, Algorithm for Decision tree Induction ; Naive-Bayes Classifier, Bayesian Belief 
Networks; K- Nearest neighbor classification-Algorithm and Characteristics. 
 
UNIT-V 
Clustering: Problem Definition, Clustering Overview, Evaluation of Clustering Algorithms, 
Partitioning Clustering-K-Means Algorithm, K-Means Additional issues, PAM Algorithm; 
Hierarchical Clustering-Agglomerative Methods and divisive methods, Basic Agglomerative 
Hierarchical Clustering Algorithm, Specific techniques, Key Issues in Hierarchical 
Clustering, Strengths and Weakness; Outlier Detection. 
 
TEXT BOOKS: 

1. Data Mining- Concepts and Techniques- Jiawei Han, Micheline Kander, Morgan 
Kaufmann Publishers Elsevier 2 Edition, 2006. 

2. Introduction to Data Mining, Pang-Ning Tan, Vipin Kumar, Michael Steinbanch, 
Pearson Education  

 
REFERENCE BOOKS: 

1. Data Mining Techniques, Arun K Pujari, 3rd Edition, Universities Press. 
2. Data Warehousing Fundamentals, Pualraj Ponnaiah, Wiley Student Edition. 
3. The Data Warehouse Life Cycle Toolkit – Ralph Kimball, Wiley Student Edition. 
4. Data Mining, Vikaram Pudi, P Radha Krishna, Oxford University Press. 
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REAL TIME OPERATING SYSTEMS 
(Professional Elective – V) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: EM854PE                          3     0    0    3 

 
UNIT - I:  
Introduction: Introduction to UNIX, Overview of Commands, File I/O, (Open, Create, 
Close, Lseek, Read, Write), Process Control (Fork, Vfork, Exit, Wait, Waitpid, Exec), 
Signals, Interprocess Communication, (pipes, FIFOs, Message Queues, Semaphores, Shared 
Memory)  
 
UNIT - II:  
Real Time Systems:  Typical Real Time Applications, Hard Vs Soft Real-Time Systems, A 
Reference Model of Real Time Systems: Processors and Resources, Temporal Parameters of 
Real Time Work Load, Periodic Task Model Precedence Constraints and Data Dependency 
Functional Parameters, Resource Parameters of Jobs and Parameters of Resources. 
 
UNIT - III:  
Scheduling: Commonly Used Approaches to Real Time Scheduling Clock Driven, Weighted 
Round Robin, Priority Driven, Dynamic Vs State Systems, Effective Release Time and Dead 
Lines, Offline Vs Online Scheduling. 
 
UNIT - IV:  
Real Time Operating Systems & Programming Tools: Operating Systems Services, I/O 
Subsystems, RTOS, Interrupt Routine in RTOS Environment. 
Micro C/OS-II- Need of a Well Tested & Debugged RTOS, Use of COS-II. 
 
UNIT - V:  
VX Works & Case Studies:  Memory Managements Task State Transition Diagram, Pre-
Emptive Priority, Scheduling Context Switches- Semaphore- Binary Mutex, Counting Watch 
Dugs, I/O System 
Case Studies of Programming with RTOS- Case Study of Automatic Chocolate Vending M/C 
Using COS RTOS, Case Study of Sending Application Layer Byte Streams on a TCP/IP 
Network. 
 
TEXT BOOKS: 

1. Embedded Systems- Architecture, Programming and Design by Rajkamal, TMH. 
2. Real Time Systems- Jane W. S. Liu- Pearson Education 
3. Real Time Systems- C. M.V. Krishna, KANG G. Shin- TMH 

 
REFERENCES: 

1. Advanced UNIX Programming, Richard Stevens 
2. VX Works Programmers Guide  
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INTERNET OF THINGS 
(Professional Elective – VI) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: BM854PE/EI861PE                         3     0    0    3 

  
Course Objectives:  

 To introduce the terminology, technology and its applications 
 To introduce the concept of M2M (machine to machine) with necessary protocols 
 To introduce the Python Scripting Language which is used in many IoT devices 
 To introduce the Raspberry PI platform, that is widely used in IoT applications 
 To introduce the implementation of web based services on IoT devices. 

 
UNIT - I 
Introduction to Internet of Things –Definition and Characteristics of IoT, Physical Design of 
IoT – IoT Protocols, IoT communication models, Iot Communication APIs, IoT enabled 
Technologies – Wireless Sensor Networks, Cloud Computing, Big data analytics, 
Communication protocols, Embedded Systems, IoT Levels and Templates, Domain Specific 
IoTs – Home, City, Environment, Energy, Retail, Logistics, Agriculture, Industry, health and 
Lifestyle. 
 
UNIT - II 
IoT and M2M – Software defined networks, network function virtualization, difference 
between SDN and NFV for IoT. Basics of IoT System Management with NETCOZF, 
YANG- NETCONF, YANG, SNMP NETOPEER 
 
UNIT - III 
Introduction to Python - Language features of Python, Data types, data structures, Control of 
flow, functions, modules, packaging, file handling, data/time operations, classes, Exception 
handling. Python packages - JSON, XML, HTTP Lib, URL Lib, SMTP Lib. 
 
UNIT - IV 
IoT Physical Devices and Endpoints - Introduction to Raspberry PI - Interfaces (serial, SPI, 
I2C). Programming – Python program with Raspberry PI with focus of interfacing external 
gadgets, controlling output, reading input from pins. 
 
UNIT - V 
IoT Physical Servers and Cloud Offerings – Introduction to Cloud Storage models and 
communication APIs. Webserver – Web server for IoT, Cloud for IoT, Python web 
application framework. Designing a RESTful web API 
 
TEXT BOOKS:  

1. Internet of Things - A Hands-on Approach, Arshdeep Bahga and Vijay Madisetti, 
Universities Press, 2015, ISBN: 9788173719547 
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2. Getting Started with Raspberry Pi, Matt Richardson & Shawn Wallace, O'Reilly 
(SPD), 2014, ISBN: 9789350239759 
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ADVANCED COMPUTER ARCHITECTURE 
(Professional Elective – VI) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: EM862PE                          3     0    0    3 
 
UNIT – I: 
Fundamentals of Computer design- Technology trends- cost- measuring and reporting 
performance quantitative principles of computer design. 
Instruction set principles and examples- classifying instruction set- memory addressing- type 
and size of operands- addressing modes for signal processing-operations in the instruction 
set- instructions for control flow- encoding an instruction set.-the role of compiler. 
 
UNIT – II: 
Instruction level parallelism (ILP)- over coming data hazards- reducing branch costs –high 
performance instruction delivery- hardware based speculation- limitation of ILP 
 
UNIT – III: 
ILP software approach- compiler techniques- static branch protection – VLIW approach – 
H.W support for more ILP at compile time- H.W verses S.W Solutions 
Memory hierarchy design- cache performance- reducing cache misses penalty and miss rate – 
virtual memory- protection and examples of VM. 
 
UNIT – IV: 
Multiprocessors and thread level parallelism- symmetric shared memory architectures- 
distributed shared memory- Synchronization- multi threading. Storage systems- Types – 
Buses – RAID- errors and failures- bench marking a storage device- designing a I/O system. 
 
UNIT – V: 
Inter connection networks and clusters- interconnection network media – practical issues in 
interconnecting networks- examples – clusters- designing a cluster. 
 
TEXTBOOK: 

1. Computer Architecture A quantitative approach 3rd edition John L. Hennessy & 
David A. Patterson Morgan Kufmann (An Imprint of Elsevier) 

 
REFERENCES: 

1. “Computer Architecture and parallel Processing” Kai Hwang and A. Briggs 
International Edition McGraw-Hill. 

2. Advanced Computer Architectures, Dezso Sima, Terence Fountain, Peter Kacsuk, 
Pearson. 

3. Parallel Computer Architecture, A Hardware / Software Approach, David E. Culler, 
Jaswinder Pal singh with Anoop Gupta, Elsevier 
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DATA COMMUNICATIONS 
(Professional Elective – VI) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: EM863PE                          3     0    0    3 

 
UNIT - I: 
Basic Concepts of Data Communications, Interfaces and Modems 
Data Communication Networks, Protocols and Standards, UART, USB, I2C, I2s, Line 
Configuration, Topology, Transmission Modes, Digital Data Transmission, DTE-DCE 
interface, Categories of Networks – TCP/IP Protocol suite and Comparison with OSI model. 
 
UNIT - II:  
Error Correction: Types of Errors, Vertical Redundancy Check (VRC), LRC, CRC, 
Checksum, Error Correction using Hamming code 
Data Link Control: Line Discipline, Flow Control, Error Control 
Data Link Protocols: Asynchronous Protocols, Synchronous Protocols, Character Oriented 
Protocols, Bit-Oriented Protocol, Link Access Procedures. 
 
UNIT - III: 
Multiplexing: Frequency Division Multiplexing (FDM), Time Division Multiplexing 
(TDM), Multiplexing Application, DSL. 
Switching: Circuit Switching, Packet Switching, Message Switching.  
 
UNIT - IV:  
Local Area Networks: Ethernet, Other Ether Networks, Token Bus, Token Ring, FDDI. 
Metropolitan Area Networks: IEEE 802.6, SMDS 
Networking and Interfacing Devices: Repeaters, Bridges, Routers, Gateway, Other 
Devices. 
 
UNIT - V:  
Multiple Access Techniques 
Random Access, Aloha- Carrier Sense Multiple Access (CSMA)- Carrier Sense Multiple 
Access with Collision Avoidance (CSMA/CA), Controlled Access, Reservation, Polling, 
Token Passing, Channelization, Frequency- Division Multiple Access (FDMA), Time - 
Division Multiple Access (TDMA), Code - Division Multiple Access (CDMA). 
 
TEXT BOOKS: 

1. Data Communication and Computer Networking - B. A.Forouzan, 2nd Ed., 2003,    
      TMH. 
2. Advanced Electronic Communication Systems - W. Tomasi, 5 ed., 2008, PEI.  

 
REFERENCE BOOKS: 

1. Data Communications and Computer Networks - Prakash C. Gupta, 2006, PHI. 
2. Data and Computer Communications - William Stallings, 8th ed., 2007, PHI. 
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3. Data Communication and Tele Processing Systems -T. Housely, 2nd Ed, 2008, BSP. 
4. Data Communications and Computer Networks- Brijendra Singh, 2nd ed., 2005, PHI. 
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MULTIMEDIA AND RICH INTERNET APPLICATIONS 
(Professional Elective – VI) 

 
B.Tech. IV Year II Sem.                                      L    T    P   C 
Course Code: EM864PE                           3     0    0    3 
 
Course Objectives: This course aims to further develop students’ competency in producing 
dynamic and creative graphic solutions for multimedia productions. It provides students with 
the basic concepts and techniques of interactive authoring. It also introduces students with the 
advanced scripting skills necessary for implementing highly interactive, rich internet 
applications using multimedia technologies and authoring tools. Students will develop 
aesthetic value and competencies in multimedia authoring. Artistic visual style and layout 
design are stressed, as well as the editing and integration of graphic images, animation, video 
and audio files. The course allows students to master industry-wide software and 
technologies to create highly interactive, rich internet applications. 
 
Course Outcomes: 

 Ability to design a short films and teaching material for better understanding. 
 Ability to apply different multimedia development tools to produce web based and 

stand-alone user interfaces. 
 
UNIT – I: 
Fundamental concepts in Text and Image: Multimedia and hypermedia, World Wide Web, 
overview of multimedia software tools. Graphics and image data representation 
graphics/image data types, file formats, Color in image and video: color science, color 
models in images, color models in video. 
 
UNIT- II: 
Fundamental concepts in video and digital audio: Types of video signals, analog video, 
digital video, digitization of sound, MIDI, quantization and transmission of audio. 
Multimedia Data Compression: Lossless compression algorithms, Lossy compression 
algorithms, Image compression standards. 
 
UNIT- III: 
Basic Video compression techniques, Case study: MPEG Video Coding I, Basic Audio 
compression techniques, Case study: MPEG Audio compression. 
Web 2.0 
What is web 2.0, Search, Content Networks, User Generated Content, Blogging, Social 
Networking, Social Media, Tagging, Social Marking, Rich Internet Applications, Web 
Services, Mashups, Location Based Services, XML, RSS, Atom, JSON, and VoIP, Web 2.0 
Monetization and Business Models, Future of the Web. 
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UNIT – IV: 
Rich Internet Applications(RIAs)  with Adobe Flash : Adobe Flash- Introduction, Flash 
Movie Development, Learning Flash with Hands-on Examples, Publish your flash movie, 
Creating special effects with Flash, Creating a website splash screen, action script, web 
sources. 
Rich Internet Applications (RIAs) with Flex 3 - Introduction, Developing with Flex 3, 
Working with Components, Advanced Component Development, Visual Effects and 
Multimedia.  
 
UNIT - V 
 Ajax- Enabled Rich Internet Application : Introduction, Traditional Web Applications vs 
Ajax Applications, Rich Internet Application with Ajax, History of Ajax, Raw Ajax example 
using xml http request object, Using XML, Creating a full scale Ajax Enabled application, 
Dojo Tool Kit. 
 
TEXT BOOKS:              

1. Fundamentals of Multimedia by Ze-Nian Li and Mark S. Drew PHI Learning, 2004 
UNITS 1,2,3 

2. AJAX, Rich Internet Applications, and Web Development for Programmers, Paul J 
Deitel and Harvey M Deitel, Deitel Developer Series, Pearson Education. UNITS 4,5 

 
REFERENCE BOOKS:   

1. Professional Adobe Flex 3, Joseph Balderson, Peter Ent, et al, Wrox Publications, 
Wiley India, 2009. 

2. Multimedia Communications: Applications, Networks, Protocols and Standards, Fred 
Halsall, Pearson Education, 2001, rp 2005. 

3. Multimedia Making it work, Tay Vaughan, 7th edition, TMH, 2008. 
4. Introduction to multimedia communications and Applications, Middleware, Networks, 

K. R. Rao, Zoran, Dragored, Wiley India, 2006, rp. 2009. 
5. Multimedia Computing, Communications & Applications, Ralf Steinmetz and Klara 

Nahrstedt, Pearson Education, 2004 
6. Principles of Multimedia, Ranjan Parekh, TMH, 2006. 
7. Multimedia in Action, James E. Shuman, Cengage Learning, 198, rp 2008. 
8. Multimedia Systems design, Prabhat K. Andleigh, Kiran Thakrar, PHI, 1986. 
9. Multimedia and Communications Technology, Steve Heath, Elsevier, 1999, rp 2003. 
10. Adobe Flash CS3 Professional, Adobe press, Pearson Education, 2007. 
11. Flash CS3 Professional Advanced, Russel Chun, Pearson Education, 2007. 
12. Flash CS5, Chris Grover, O’Reilly, SPD, 2010. 
13. SAMS teach yourself Adobe flash CS3, Pearson Education, 2007. 
14. Flex 4 Cookbook, Joshua Noble, et.al, O’Reilly, SPD 2010. 
15. Flex3 – A beginner’s guide, Michele E. Davis, Jon A. Phillips, TMH, 2008. 
16. Mastering Dojo, R. Gill, C. Riecke and A. Russell, SPD. 


